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SUMMARY

We derive a detailed earthquake catalogue and V),, Vs and V,/V; models for the region around
the 2019 M,, 6.4 and M,, 7.1 Ridgecrest, California, earthquake sequence using data recorded
by rapid-response, densely deployed sensors following the Ridgecrest main shock and the
regional network. The new catalogue spans a 4-month period, starting on 1 June 2019, and
it includes nearly 95000 events detected and located with iterative updates to our velocity
models. The final V), and V; models correlate well with surface geology in the top 4 km of
the crust and spatial seismicity patterns at depth. Joint interpretation of the derived catalogue,
velocity models, and surface geology suggests that (i) a compliant low-velocity zone near the
Garlock Fault arrested the M,, 7.1 rupture at the southeast end; (ii) a stiff high-velocity zone
beneath the Coso Mountains acted as a strong barrier that arrested the rupture at the northwest
end and (iii) isolated seismicity on the Garlock Fault accommodated transtensional-stepover
strain triggered by the main events. The derived catalogue and velocity models can be useful
for multiple future studies, including further analysis of seismicity patterns, derivations of
accurate source properties (e.g. focal mechanisms) and simulations of earthquake processes
and radiated seismic wavefields.

Key words: Body waves; Crustal imaging; Earthquake dynamics; Seismicity and tectonics;
Seismic tomography; Dynamics and mechanics of faulting.
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I INTRODUCTION 2020; Magen et al. 2020; Pierce et al. 2020) of various kinds. The

On 4 July 2019, a M,, 6.4 earthquake ruptured a previously un-
mapped fault near the town of Ridgecrest, California. Thirty-four
hours later, a M,, 7.1 earthquake ruptured another nearby unmapped
fault during the largest earthquake to rattle southern California
since the 1999 M7.1 Hector Mine earthquake. The earthquake sci-
ence community responded quickly, and field teams led by the
United States Geological Survey (USGS) and the Southern Cal-
ifornia Earthquake Center (SCEC) deployed 480 seismic sensors
to record seismic data generated by the subsequent aftershock se-
quence (Steidl er al. 2019; Catchings et al. 2020; Cochran et al.
2020). The data collected by these sensors complement a wide ar-
ray of additional in sifu field observations (e.g. Brandenberg ef al.
2020; DuRoss et al. 2020; Floyd et al. 2020; Mattioli et al. 2020;
Ponti et al. 2020) and remote-sensing observations (e.g. Donnellan
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results from these data highlighted the significant structural and
earthquake complexities in the area.

Multiple studies have investigated details of the Ridgecrest earth-
quake sequence by examining spatiotemporal seismicity patterns
observed in earthquake catalogues (e.g. Ross et al. 2019; Lee et al.
2020a,b; Lin 2020; Liu et al. 2020; Lomax 2020; Shelly 2020).
Previous such analyses, however, only cover about 1 month of the
aftershock sequence or less and do not include results based on
the rapid-response dense deployment of seismographs. Although
the standard earthquake catalogue for this region (Hauksson et al.
2012) offers extensive records of the Ridgecrest sequence, it also
does not use the dense data that were collected in response to the
M,, 6.4 and M,, 7.1 events. Furthermore, no study until now has
combined fully 3-D procedures for locating earthquakes and up-
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dating velocity models. To improve the information on seismicity
patterns and crustal structures in the region around the Ridgecrest
earthquake sequence, in this study, we derive a local earthquake cat-
alogue and velocity models (V),, Vs and V,/V;) using rapid-response
dense-deployment seismic data and data from the SCSN. The ob-
tained new catalogue has roughly 95000 earthquakes covering 1
month of foreshocks and 3 months of the aftershock sequence and
is used to perform detailed traveltime tomography analysis for seis-
mic velocity structures in the area.

To derive an earthquake catalogue that is independent of a priori
observations, we processed raw waveform data recorded by 152
seismic sensors over a 4-month period, starting 1 month before the
main shocks, using an automated processing procedure. We then
iteratively updated event locations and velocity models using fully
3-D methods based on the fast marching method for solving the
eikonal equation (Fang et al. 2020; White ef al. 2020). Joint inter-
pretation of the derived seismicity and V,, V; and V,/V; models,
along with the surface geology, suggests that (i) compliant crust
associated with the Garlock Fault arrested rupture of the M, 7.1
event propagating to the southeast; (ii) rigid crust beneath the Coso
Mountains acted as a strong barrier that arrested the rupture propa-
gation to the northwest and (iii) isolated seismicity on the Garlock
Fault accommodated transtensional-stepover strain triggered by the
main events.

The data used in this paper are described in Section 2. A general
description of the processing procedure is provided in Section 3,
and more detailed technical material is presented in the Appendix.
The main results obtained are presented in Section 4, and we discuss
our interpretation of the results in Section 5. The derived seismic
catalogue and velocity models can be useful for multiple future
studies in the region.

2 DATA

Rapid response teams, led by the USGS and SCEC, started pro-
gressively deploying 480 seismic sensors in the region surrounding
the M,, 6.4 and M,, 7.1 earthquakes on 7 July (Steidl et al. 2019;
Catchings et al. 2020; Cochran et al. 2020). The network codes
assigned by the International Federation for Digital Seismograph
Networks (FDSN) to these deployments are 3J (Steidl ez al. 2019),
GS (Albuquerque Seismological Laboratory & United States Ge-
ological Survery 1980) and ZY (California Institute of Technol-
ogy & United States Geological Survey 1926). Data from the 3J
network are accessible through the Incorporated Research Institu-
tions for Seismology Data Management Center (IRIS DMC), data
from the ZY network are available through the Southern California
Earthquake Data Center (SCEDC; Southern California Earthquake
Center 2013) and data from the GS network are available through
both the IRIS DMC and the SCEDC.

The 3J network comprises 461 three-component (3C) nodal seis-
mometers, deployed in 14 subarrays. Two subarrays form rectan-
gular grids, 11 form fault-perpendicular linear arrays and the re-
maining one is a sparse array of three nodal seismometers that were
colocated with broad-band seismometers. In this study, we use data
from the two rectangular grids (Fig. 1). 47 nodal seismometers,
centred on the main shock ruptures, operating between 14 July and
10 September, and deployed with nominal interstation spacing of
10 km, make up the first such array, which we herein refer to as 3J.R.
31 nodal seismometers, centred on an isolated swarm of seismicity
on the Garlock Fault to the southwest of the main shocks, operating
between 8 August and 10 September, and deployed with nominal
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inter-station spacing of 5 km, make up the second rectangular ar-
ray, which we herein refer to as 3J.G. All data from the 3J.R and
3J.G arrays were sampled at 500 s~! (see Catchings et al. 2020, for
details).

The GS network added 10 new stations (Cochran et al. 2020),
which began recording as early as 7 July 2019. All 10 sites were
occupied by strong-motion accelerometers, and six sites were colo-
cated with broad-band seismometers. In this study, we use data
from the six broad-band seismometers, all of which were sampled
at 100 s71.

The ZY network added nine stations (Cochran et al. 2020), each
with a colocated broad-band seismometer and strong-motion ac-
celerometer, which also began recording as early as 7 July 2019.
Here, we use data from all nine broad-band seismometers, which
were sampled at 100 s=! for all but one seismometer, which was
sampled at 200 s~

The permanent regional network, operated by Caltech and as-
signed the CI network code (California Institute of Technology &
United States Geological Survey 1926; Southern California Earth-
quake Center 2013), provides continuity of data coverage before and
after the rapid-response deployments, along with a coarse regional
coverage of our study area. In this study, we use data from 55 sta-
tions maintained by the CI network, plus three stations contributed
by the Nevada Seismic Network (network code NN; University of
Nevada Reno 1971), and one station contributed by the Southern
Great Basin Network (network code SN; University of Nevada Reno
1980). All data from the permanent regional network are recorded
by broad-band seismometers and are archived with a uniform sam-
ple rate of 100 s~! at the SCEDC.

During the procedure for associating detected phase arrivals with
earthquake sources, we use a 1-D velocity model based on the
model of Zhang & Lin (2014). We derive updated velocity models
from traveltime tomography for various initial models, including the
SCEC Community Velocity Model (CVM) version H15.1 (CVMH;
Shaw et al. 2015), SCEC CVM version S4.26 (CVMS; Lee et al.
2014), Modified Hadley-Kanamori 1-D model (HK1D; Hauksson
2000) and a regional model in development (FANG3D), derived
using phase arrivals downloaded from the SCEDC and the same
traveltime tomography method used here. We use the HK1D model
as a starting model instead of the 1-D model used for associating
phase arrivals to test model robustness by starting with a reasonable
model with minimal a priori information about local structure. Data
for CVMH, CVMS and HK1D were extracted using the SCEC
Unified Community Velocity Model software (Small e al. 2017).

3 METHODS

In this section, we describe key elements of the workflow used to
derive an earthquake catalogue and tomographic models from raw
waveform data, proceeding through each processing step in order.

3.1 Detecting earthquakes and measuring phase arrival
times

Detecting earthquakes in continuous waveform data is the first crit-
ical procedure in our automated workflow, and this problem is in-
tricately connected to that of measuring the arrival times of seismic
phases (P and S waves); we treat the two problems in tandem. The
description that follows is conceptual, and the reader is referred to
the Appendix for a detailed technical explanation.
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Figure 1. Map of stations used in this study, colour coded by FDSN network code. Data from rapid-response deployments used in this study include fifteen
broad-band seismometers (GS and ZY networks; gold triangles) and 78 nodal seismometers (3] network; red triangles). An additional 55 permanent broad-band
stations (CI, NN and SN networks; blue triangles) provide regional coverage of the study area. Beach balls show focal mechanisms of My, 6.4 and M,, 7.1 main
shocks, as determined by the USGS. Solid black lines indicate Quaternary fault traces, and the black dashed line delineates the focus region targeted in this

study.

Table 1. The number of Voronoi cells and aspect ratio
used for each iteration of the velocity model update.

Iterations # of Voronoi cells Aspect ratio
1,2,3 64 1,4,8
45,6 128 1,4,8
78,9 256 1,48
10,11,12 512 1,4,8
13,14,15 1024 1,4,8

We detect earthquakes on a per-station basis by applying a dy-
namic threshold to a characteristic function derived from 3C wave-
form data that targets potential P-wave arrivals. We target P waves
because they arrive first and are often clearer than the later arriv-
ing S waves, which can be obfuscated by coda from the preceding
P wave. The characteristic function combines measures of signal
energy (via the ratio of short- to long-term amplitude averages, or
the STA/LTA), the signal kurtosis and the ratio of horizontally to
vertically polarized energy. Our algorithm registers a candidate P-
wave arrival whenever the characteristic function exceeds its own
average over the preceding 5 s by a factor of 6 or more. After regis-
tering a candidate P-wave arrival, the algorithm measures its arrival
time using the Akaike Information Criterion (AIC; Akaike 1974;
Maeda 1985) to determine the sample that optimally divides a small
window of data (1 s centred on the intersection of the characteristic
function and threshold) into noise and signal segments. We process
the entire data set in this way to obtain a comprehensive set of
candidate P-wave arrivals.

After detecting potential P waves and measuring their arrival
times throughout the entire data set, we probe seismograms during
the time interval between successive pairs of P-wave arrivals for
S-wave arrivals, assuming that at most one S-wave arrival exists
between each successive pair of P-wave arrivals. Instead of detect-
ing potential S waves and then measuring their arrival times, we
reverse the procedure. Assuming that an S-wave exists, we estimate
its arrival time using the AIC method and then perform retrospec-
tive tests to validate its authenticity, discarding the measurement
if it fails these tests. These retrospective tests comprise a signal-
to-noise ratio threshold and a horizontal-to-vertical amplitude ratio
threshold.

3.2 Associating arrivals with earthquakes

Having detected and measured arrival times of potential P and S
waves, we associate them with earthquake sources using the Rapid
Earthquake Association and Location algorithm (REAL; Zhang
et al. 2019) and the 1-D average profile of the 3-D velocity model
for the Coso geothermal area from Zhang & Lin (2014). We test
various algorithm parameters and find that our results are primarily
sensitive to the threshold for the number of associated phases; in the
final analysis, we retain only events associated with at least eight
P-wave arrivals, four S-wave arrivals and 16 total arrivals (P and ).
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Figure 2. Seismicity map (events colour-coded by hypocentral depth) showing locations of 94 855 earthquakes located in this study. Solid black lines represent
cross sections shown in Figs 11-15. Various geographical features are labeled, and the locations of the M,, 6.4 and M,, 7.1 main shocks (small yellow and large
red star, respectively) are shown for reference.
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Figure 3. Observed (black crosses) and modeled (blue curve) frequency-magnitude distribution of the obtained catalogue. The vertical, dashed, red line marks
the estimated magnitude of catalogue completeness, Mc and the shaded, red area indicates the incomplete portion of the catalogue.

120z @unp 6z Uo Jesn meT OSN Ad 216+629/702/1/22Z/2101e/B/wod dno diwspeoe)/:sdjjy Wwoij papeojumoq



208  M.C.A. White et al.

1 Hauksson et al. (2012)

1 Ross et al. (2019)

[ Shelly (2020)
[ This study

6000 — -
i ‘\‘
5000 A ! \ 120
_______ _ ! \|
y ‘ L 100
2 4000 ! ! g
3 \ 80 8
S30004 e o ey =
g L6o -2
2 2000 - z
F40 @~
1000 A L 20
0 . L : 0
2019/06 2019/07 2019/08 2019/09 2019/10
Year/Month

Figure 4. Number of events per day in the catalogues of the SCSN (Hauksson ef al. (2012); blue curve), Ross et al. (2019; orange curve), Shelly (2020; green
curve), and this study (red curve). Event counts are scaled according to the vertical axis on the left-hand side of the plot. Timeline of the number of stations
used (black dashed line), scaled according to the vertical axis on the right-hand side of the plot.
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Figure 5. Final distribution of (a) P-wave and (b) S-wave arrival-time residuals for each of the initial models. The top, middle and bottom horizontal line for
each distribution marks the 95th percentile, mean and 5th percentile, respectively.

3.3 Locating earthquakes

Earthquake hypocentres comprise four coordinates—three spatial
and one temporal—which can be inferred from observed phase ar-
rival times. We locate earthquakes by finding the hypocentre coordi-
nates, hg, that minimize the ¢,-norm of the residual vector between
observed and synthetic phase arrival times. That is

h, Earg:nian—p(h)“z’ M

where d and p are vectors of observed and synthetic phase arrival
times for a given event, respectively, and h is an arbitrary hypocentre

four-vector. Determining hy for a given set of observations using
eq. (1) requires two things: (i) a method to compute synthetic phase
arrival times for an arbitrary hypocentre (the forward problem) and
(i1) a method to search for hy in the space of possible values of h
(the inverse problem).

A convenient software for solving the forward problem is pro-
vided by PyKonal (White ef al. 2020), which we use as a core
computational engine for both locating earthquakes and updating
the velocity model. Using PyKonal to compute p(h), we obtain
an approximate solution to eq. (1) using the Differential Evolution
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Figure 6. (a) Map view of a horizontal slice at 4 km depth through the true and recovered models of a checkerboard test for P-wave resolution. Thick, black
lines show the surface traces of vertical transects (b) CA—CA' and (c)C1-C 1.

Optimization algorithm (Storn & Price 1997) implemented by the
SciPy Python package (Virtanen et al. 2020).

3.4 Estimating local event magnitudes, M and magnitude
of catalogue completeness, M

To estimate the local magnitude, M;, for each event, we mea-
sure maximum peak-to-peak S-wave amplitude on horizontal-
component data with simulated Wood—Anderson response (4 in
eq. 2) and use the equations of Hutton & Boore (1987, their eqs 1
and 3) with no station corrections (i.e. S = 0 in their eq. 1). That
is, we compute the local magnitude from an individual amplitude
measurement made on an instrument d kilometres from the event
hypocentre as

d
ML = 10g|0(A) + 1.11- loglo (m)

+0.00189 - (d — 100) + 3. )

We compute M, for both horizontal components of every station
that registered an S-wave arrival and report the median value as the
event magnitude. We also report the median absolute deviation as a
measure of uncertainty.

Following White et al. (2019), we estimate the magnitude of
catalogue completeness, M, as the 99th percentile of the Gaus-
sian component of an exponentially modified Gaussian probability
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Figure 7. Horizontal slices of (a) P-wave velocity, (b) S-wave velocity, and (d) V,,/Vs ratio at 2 km below sea level, and (c) map of surface geology compiled

by the USGS with legend below.

density function (pdf). That is, we model the observed frequency—
magnitude distribution of the catalogue using eq. (3):

Su(m; e, o, )) = Lexp (% (Zu + A02)> X exp (—Am)

Xq)(m—(,u-i—)»az))’ 3)

o

in which ® is a Gaussian cumulative distribution function (cdf),
and p, o and A are model parameters estimated using maximum-
likelihood estimation. The 99th percentile of the Gaussian pdf cor-
responding to & is reported as the magnitude of catalogue com-
pleteness.

3.5 Traveltime tomography

Starting with an initial model (i.e. one of CVMH, CVMS, HK1D
or FANG3D), we iteratively derive model updates via traveltime

tomography formulated using the method of Poisson-Voronoi sub-
space projections (Fang et al. 2020). This method is used here with
three key changes: (i) cell centres are sampled randomly from a
non-uniform distribution; (ii) cells are contracted along the vertical
axis and (iii) arrival time observations are randomly sampled in
proportion to non-uniform weights.

Drawing Voronoi cell centres from a non-uniform distribution
permits model resolution to vary as the data allow and structures
demand. To obtain variable model resolution, we distribute Voronoi
cell centres vertically in proportion to the vertical velocity gradient
and horizontally in proportion to the station density. To concen-
trate Voronoi cells where vertical velocity gradients are strongest
(e.g. in the top few kilometres of the crust), their depth coordinates
are drawn from a pdf defined by the smoothed gradient magni-
tude of the average 1-D velocity profile. To concentrate Voronoi
cells where station coverage is densest, their horizontal coordinates
are drawn from a pdf defined by the kernel density estimate for
the station distribution with bandwidth determined using Scott’s
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Figure 8. Horizontal slices through our V), model at various depths (referenced relative to sea level). Panels in the top row are scaled according to the top
colour bar, and panels in the second row are scaled according to the bottom colour bar. Seismicity within £500 m of each depth slice are shown as white dots.

rule (Scott 2015) as implemented in the SciPy Python package by
scipy.stats.gaussian_kde (Virtanen ef al. 2020). This automated
choice of bandwidth effectively increased Voronoi-cell density be-
neath the 3J.R and 3J.G arrays without over-concentrating the cells
beneath individual stations.

Neglecting discontinuities between lithologic units, we assume
that vertical velocity gradients are larger than their horizontal coun-
terparts, particularly in the top few kilometres of the crust, where
the low confining pressure and surface processes enhance the gen-
eration of rock damage. To improve resolution of vertical velocity
gradients, we deform Voronoi cells by compressing them along
the vertical axis. Doing so increases the sensitivity of the inverse
problem to vertical velocity gradients at the expense of decreased
sensitivity to horizontal gradients. We define the aspect ratio of a
Voronoi cell as the ratio of its vertical to horizontal dimensions (a
high aspect ratio implies a flattened pancake-like Voronoi cell).

In the ideal case, ray paths sample the entire model space uni-
formly. In reality, however, ray coverage is strongly heterogeneous.
Because our formulation of the tomographic inverse problem com-
prises multiple subproblems, each using a random subset of the
observed data, we can sample the observations in a way that ho-
mogenizes ray coverage for each subproblem. To homogenize ray
coverage, we sample observations in proportion to a weight that
we assign each: that is w; = e~ %7.¥i:4) " in which w; is the
weight assigned to the ith ray, 0;, ¢; and z; are the latitude, longi-
tude, and depth coordinates of the associated event, respectively, ¥;
and A; are the event-to-station azimuth and distance, respectively,
and P (-) is the joint pdf representing the probability of sampling
an observation with the given parameters from the observed data
set. We compute these weights using a 5-D kernel density estimate
to estimate P (-), with all five coordinates normalized to lie in [0,
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Figure 9. Horizontal slices through our V; model, as discussed in Fig. 8.

1] and a bandwidth of 0.1. This choice of bandwidth for normal-
ized data was empirically determined to effectively homogenize ray
sampling.

With the algorithm of Fang et al. (2020) modified as described
above, we iteratively refine the initial models by gradually increas-
ing the number of Voronoi cells and cycling through a set of three
aspect ratios (Table 1). The first three iterations use 64 Voronoi
cells and an aspect ratio of 1 for the first iteration, 4 for the second
and 8 for the third. The next three iterations double the number
of Voronoi cells (128) and proceed through the same three aspect
ratios (1, 4 and 8). We progressively double the number of Voronoi
cells in this way until a maximum number of 1024 is reached. Each
iteration comprises 128 random realizations for each phase (P and
S), and each random realization uses 32 648 randomly sampled ob-
servations, which helps mitigate biases due to differences between
the number of observations for each phase (e.g. having more P-
than S-wave observations). The median result is used to update the
models at each iteration, and we relocate all events in the catalogue

vg (km/s)

using the updated model after each model update. We derive the
V,,/V, model by directly dividing the V, model by the V; at each grid
node. Model uncertainties (op and oy for the V, and Vs models,
respectively) are estimated by the standard deviation of the random
realizations at each grid node and propagated to the V,/V; model
via eq. (4):

0 VP ? 2 0 VP : 2
= [[—-2 2l g2, 4
op/s \/<8Vp VS> op+ a7, ) % (4)

4 RESULTS

4.1 Earthquake catalogue

The derived earthquake catalogue has a total of 95 533 events from
1 June 2019 through 30 September 2019, with 94 839 of the events
inside our focus region (Fig. 2), associated with ~2.5 x 10° P-
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Figure 10. Horizontal slices through our V},/Vy model, as discussed in Fig. 8.

and ~1.5 x 10° S-wave arrival times. The catalogue is complete
above M1 1.81 (Fig. 3) and exhibits sharp increases in the daily event
detection rate at the times of the M, 6.4 and M,, 7.1 main shocks,
reflecting the increased seismicity rate of the aftershock sequences
(Fig. 4). A second sharp increase in the daily detection rate coincides
with the first phase of the dense deployment (3J.R) on 14 July
2019, followed by a gradual decrease corresponding to the decaying
aftershock intensity. The second phase of the dense deployment
(starting 8 August 2019) does not produce a corresponding increase
in the daily event detection rate because many of the additional
sensors were deployed in the 3J.G array on the Garlock Fault, which
sustained relatively modest seismicity rates.

The detected seismicity can generally be categorized into five dis-
tinct groups associated with (i) the eastern Little Lake Fault (ELLF;
Plesch et al. 2020), (ii) the southern Little Lake Fault (SLLF), (iii)
the Fremont Valley, (iv) the Coso Range and (v) the Argus Moun-
tains and Panamint Valley—although it is difficult to differentiate
seismicity on the ELLF from that on the SLLF where the two faults
intersect. We briefly describe prominent characteristics of the spatial
distribution of seismicity in each of these groups in the remainder

of this section. Seismicity of the ELLF and beneath the Fremont
Valley are discussed in greater detail in Section 4.3.

4.1.1 Eastern Little Lake Fault

The majority of observed seismicity is associated with the ELLE.
Seismicity in this group collapses to a relatively narrow volume
(~5 km wide between 4 and 16 km deep) over a lateral interval of
approximately 20 km, where the main rupture cuts through the Qua-
ternary alluvium of the Indian Wells Valley (Figs 2 and 7). Events
along this segment of the ELLF occur predominantly between 2 and
10 km depth and define a single simple lineation in map view. To the
southeast of this localized segment, where the main fault intersects
granodiorites of the Argus Mountains, seismicity diffuses through
a complex network of southwest-/northeast-trending structures that
intersect the ELLF at nearly right angles. Further to the southeast,
seismicity gradually shallows towards the Garlock Fault and trifur-
cates into three discrete branches before abruptly deepening near
the Garlock Fault. Whereas three distinct branches of seismicity
characterize the southeast end of this main group of aftershocks,
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Figure 11. NW/SE trending, fault-parallel vertical slices (traces 0—0' through 4—4 on Fig. 2) of our /}, model at 10 km intervals. Seismicity within £5 km

of each vertical plane is projected onto the plane and shown as white dots. The large and small stars on section 2—2" mark the projected locations of the M,
7.1 and M, 6.4 main shocks, respectively. Solid white lines indicate contours of relative uncertainty, o p. The single- and cross-hatch patterns indicate regions
where 1.75 per cent < op < 2.5 per cent and 2.5 per cent < op < 5 per cent, respectively and o p < 1.75 per cent in unhatched regions.

seismicity at the northwest end, near the foot of the Coso Range,
diffuses through a portion of the crust subtended by the ELLF and
an ~10-km-long, orthogonally oriented feature that delineates the
northwest terminus of the aftershocks associated with the ELLE.

4.1.2 Southern Little Lake Fault

Much of the seismicity associated with the SLLF is difficult to
differentiate from that associated with the ELLF because the two
intersect, and we observe the most diffuse spatial distribution of
seismicity around the intersection. One distinct cluster of seismicity,
however, occurs near the southwest end of the SLLF between 4 and
8 km depth. Events associated with the SLLF span ~20 km along
the fault and are flanked on the northwest and southeast by multiple

parallel lineations that crosscut the ELLF (the complex network of
intersecting features referred to in the paragraph above) and give
insight into stepover kinematics.

4.1.3 The Garlock Fault and Fremont Valley

In addition to the deep seismicity at the southeast end of the M,, 7.1
rupture, the Garlock Fault hosts an isolated swarm of deep seismic-
ity (~8 to 12 km deep) beneath the Fremont Valley to the southwest
of the main rupture. This area was targeted by the second phase
of the dense deployment (i.e. the 3J.G subarray). The Fremont Val-
ley occupies the region between two strands of the Garlock Fault
that are separated by a stepover, and this swarm of deep seismicity
occurred entirely within this stepover region, primarily along two
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Figure 12. Vertical slices through our Vs model, as discussed in Fig. 11. As in Fig. 11, the single- and cross-hatch patterns indicate regions where 1.75 per cent
<og < 2.5 per cent and 2.5 per cent <oy < 5 per cent, respectively and og < 1.75 per cent in unhatched regions.

northeast-/southwest-trending lineations that apparently dip to the
southeast. Although the number of events here is relatively small
(~2500), these events are valuable because they illuminate struc-
ture on the enigmatic Garlock Fault that would otherwise remain
obscure.

4.1.4 Coso Range

A conspicuous seismic gap characterizes the Coso Range south
of the Coso Volcanic Field, and to the northwest of this seismic
gap, there lies a roughly 20 by 10 km patch of shallow (<6 km
deep) seismicity. Activity in this region was contemporaneous with
that in the main rupture area and forms three substructures: (i)
a very shallow fan of seismicity at the southern end; (ii) four
pockets of seismicity at the north end of the shallow fan and
(iii) a linearly distributed cluster north of the four pockets of
seismicity.

4.1.5 Argus Mountains

A final group of earthquakes forms isolated pockets distributed over
a broad region approximately parallel to the Garlock Fault in the
Argus Mountains and further east, starting roughly 15 km to the east
of the diffuse seismicity at the northwest end of the ELLF. The dis-
tinct clusters of shallow events that compose this area of seismicity
exhibit a weak east/west trend and seem to occur preferentially in
regions where the surface geology is igneous (Fig. 7), such as in the
Argus Mountains, in contradistinction to regions where the surface
geology is sedimentary, such as in the Searles and Panamint valleys.

4.2 Velocity models

We derive 3-D models of V), Vs and V,/V; structure using the
entire earthquake catalogue described above and four different
starting models (CVMH, CVMS, HK1D and FANG3D). In this
section, we focus on our preferred model, which was derived
from the CVMH starting model; additional results are available
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Figure 13. Vertical slices through our V,/V; model, as discussed in Fig. 11. the single- and cross-hatch patterns indicate regions where 2.5 per cent <o pjs <
5 per cent and 5 per cent < o pjg < 10 per cent, respectively and o pis < 2.5 per cent in unhatched regions.

in the Supplementary Material. The derived models correlate well
with surface geology and observed spatial seismicity patterns. In
the following, we describe model residuals (Fig. 5), resolution
(Fig. 6), robustness and salient model features in relation to surface
geology and spatial seismicity patterns. In Section 5, we discuss
our interpretations of the models.

4.2.1 Model residuals, resolution and robustness

Each of the starting models produces a final model with compa-
rable distributions of residuals between observations and model
predictions (Fig. 5), with the 1-D starting model yielding the largest
misfit. Although our preferred model has larger residuals for S-
wave data than the other two 3-D starting models, we prefer it for
its smoothness, consistency with surface geology, and its relatively
modest uncertainty (particularly in comparison with the CVMS
starting model). The standard deviation of residuals was reduced
from 0.334 s (with 0.081 s mean) in the initial model to 0.295 s

(with 0.007 s mean) in the preferred model for P waves and from
0.479 s (with —0.127 s mean) to 0.387 s (with —0.014 s mean) for
S waves.

To assess model resolution, we perform a series of checkerboard
tests, in which &5 per cent anomalies are superimposed on a 1-D
background model and synthetic arrival times without added noise
are used. We present an illustrative example here (Fig. 6); addi-
tional results are available to the interested reader in the Supporting
Information.

The recovered checkerboard models indicate that, as expected,
model resolution is best within the footprint of the dense deploy-
ment and degrades progressively outside of it. The recovered models
resolve internal detail of fine-scale anomalies (~10 km horizontal
and ~4 km vertical extent) as deep as 16 km in key areas of the focus
region; however, the top 3 km of the crust (i.e. 2 km below sea level)
are poorly resolved throughout the model, as are regions deeper
than 16 km. The relative northeast/southwest displacement between
seismicity on the main faults (ELLF, SLLF and Garlock) and the
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Figure 14. SW/NE trending fault-normal vertical slices (traces 4 — A through K — K on Fig. 2) through our V), model, as discussed in Figs 11-12.

Relative-uncertainty contours are as in Fig. 11.

dense deployment arrays (3J.R and 3J.G) imparts an overall north-
east/southwest trend to the region of the model that is well resolved.

Major model features interpreted below are generally consistent
for different starting models where checkerboard tests indicate good
resolution, with the exception of the low-velocity zone (LVZ) be-
low 6 km depth associated with the Coso Volcanic Field (discussed
below), which is absent in the models derived from the HK1D and,
to a lesser extent, the FANG3D model. This model feature is, how-
ever, believed to be realistic because an associated LVZ to the SE
below 8 km depth exists in all derived models and the oversimpli-
fied velocity structure in the model derived from the HK1D starting
model is difficult to interpret in light of the heterogeneity we expect

the Coso Volcanic Field to introduce. Thus, although the geomet-
rical details and amplitudes of anomalies depend on the starting
model, their first-order characteristics are robust and justify modest
interpretation.

4.2.2 Surface geology and shallow velocities

Correlating our velocity models with surface geology provides a
first-order method of validating our models of the shallow crust,
and we indeed find strong correlations with our V,, V; and V,/V
models (Fig. 7). Large-scale features can be generally described as
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Figure 15. SW/NE trending fault-normal vertical slices through our Vs model, as discussed in Fig. 14. Relative-uncertainty contours are as in Fig. 12.

(i) high-velocity regions with V,/V; > 1.70 coinciding with the pre-
dominantly igneous composition of the southeastern Sierra Nevada,
Coso, Argus, El Paso and Rand mountains and (ii) low-velocity re-
gions with V,/Vs; < 1.70 coinciding with alluvium in the Indian
Wells, Panamint, Fremont and Searles valleys.

The highest ¥, and V; values in the shallow crust are found in the
Sierra Nevada Mountains; however, station coverage is poor in this
region, and our inversion cannot constrain much of this structure
beyond the initial model, resulting in high-velocity ‘bullseye’ fea-
tures. Comparable V), values characterize the Coso, Argus, El Paso,
and Rand mountains, but values in the Coso and Argus mountains
are notably lower than those in the Sierra Nevada Mountains—
possibly because the lithology associated with the Sierra Nevada

Mountains extends to greater depths, making the structure easier to
resolve. Alluvium overlies granodiorite at the intersection between
the ELLF and the Argus Mountains, which manifests as a region of
locally reduced V), relative to the higher ¥, associated with exposed
granodiorite north and south of the intersection. These low V), val-
ues may also be related to rock damage associated with the SLLF
and ELLF (Qiu et al. 2020).

The lowest V), and ¥ values in the shallow crust are found in
the Indian Wells Valley, and the associated basin structure in our
models coincides with the shape of the basin, as inferred from the
surface geology. Our models show a steep velocity gradient at the
edge of the basin at the foot of the Sierra Nevada Mountains but a
more gradual transition zone at the Coso and Argus mountains.
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Figure 16. SW/NE trending fault-normal vertical slices through our V),/Vs model, as discussed in Fig. 14. Relative-uncertainty contours are as in Fig. 13.

The Garlock Fault cuts through two low-velocity regions. The
first, at the SE end of the ELLF, correlates with sedimentary geology
of the Searles Valley and may have played a key role in terminating
the My, 7.1 rupture. The second coincides with the fault stepover
in the Fremont Valley and the associated swarm of deep seismicity
there. Both of the features also coincide with reduced V,/V;, and
they are separated by a region of high V,/V that correlates well
with rhyolitic surface geology. We discuss these features in greater
detail in Section 5.

4.2.3 Horizontal slices

Our velocity models generally decorrelate with surface geology
below 4 km depth (Figs 8-10). Prominent ¥, and V low-velocity

zones (LVZs) are observed near the northwest end of the ELLF
below 6 km depth; however, they do not coincide exactly. The V),
LVZ is only faintly visible at 6 km depth, is most prominent at
10 km depth, and migrates toward the southeast with increasing
depth, localizing directly beneath the northwest terminus of the
ELLE The V; LVZ, on the other hand, is most prominent near
6 km depth and shows little lateral migration with depth, suggesting
laterally varying fluid content. A region of low V,/V, occurs at
10 km depth, where the ¥, LVZ localizes beneath the northwest
terminus of the ELLF and grows to envelope the entire ELLF by
14 km depth. A similar V,/V feature is observed as shallow as 6 km
deep beneath the Fremont Valley. This low V,/V; feature beneath
the Fremont Valley is the result of a colocated V), LVZ without a
corresponding V LVZ. In this instance, the low V,/V; feature is most
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Figure 17. (a) Seismicity in the region surrounding the central segment of the ELLF and (b)—(f) horizontal slices of the Vs model at 2, 4, 6, 9 and 12 km depth.

prominent at 10 km depth. This leads us to an important observation
of this study: deep earthquake source regions associated with the
Ridgecrest earthquake correlate with regions of low V), and V,/Vs.
To the east of the Fremont Valley, a V; LVZ below 6 km depth
with high V,/V, between 0 and 14 km depth coincides with rhyolitic
surface geology and a segment of the Garlock Fault, along which
Barnhart et al. (2019) observed aseismic surface creep.

4.2.4 Structural variability parallel to the ELLF

Vertical cross sections taken parallel to the ELLF (0—0" through
4—4'; Figs 2 and 11-13) elucidate variable seismicity patterns and
velocity structure along the strike of the ELLF and with depth.
The majority of observed seismicity (~77 per cent) occurred
within 5 km of the primary trace of the ELLF (section 2—2"), and
the M, 7.1 main shock occurred in a region with a fault-parallel
gradient in V; below 6 km depth (Fig. 12). Southeast of the main
shock, where most aftershocks occurred, our ¥y model has stable
values near ~3.7 km s~!, consistent with ¥ expected of granitic
to dioritic composition in that depth range (Christensen 1996). Our
¥, model shows a maximum value of ~6.3 km s™' in the same
region, consistent with velocities expected for the granitic end of the
granite—diorite range of composition, although the spatial extent of

this feature in our ¥, model differs from that in the V; model, which
produces a correspondingly low V,/V, region and may be evidence
of faulting, fracturing, or temperature differences. To the northwest
of the main shock, ¥, decreases to ~3.55 km s~! and V, is limited
to ~6.0 km s~! in a wedge-shaped structure that pinches out to the
northwest; V, beneath the wedge is as low as ~5.5 km sl ¥, within
the wedge is consistent with that of a granitic gneiss, and decreased
V, below the wedge can be explained by increased temperature or
shearing. Average V), and V values between 4 and 12 km depth
beneath the Coso Volcanic Field (near -40 km horizontal offset in
Figs 11 and 12) of ~5.8 and 3.5 km s~!, respectively, are consistent
with various lithologies including basaltic, which is a favourable
interpretation because it is consistent with nearby surface geology.

4.2.5 Fault-normal sections

Vertical cross sections taken perpendicular to the ELLF (4 — A
through K — K; Figs 2 and 14-16) elucidate variable seismicity
patterns and velocity structures across the ELLF and with depth.
A lateral gradient from the higher velocity crust beneath the
Sierra Nevada Mountains to the lower velocity crust beneath the
Coso Range characterizes the northwesternmost fault-normal pro-
files (sections 4 — A" and B — B'). The velocity gradient in the
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Figure 18. (a) Seismicity in the region surrounding the northwest terminus of the ELLF and (b)-(f) horizontal slices of the V; model at 2, 4, 6, 8 and 10 km

depth.

top 4 km of the crust reverses (low on the southwest and high on
the northeast) near the Coso Volcanic Field (section C — C'), with
velocities below 4 km depth gradually transitioning to a more ho-
mogeneous distribution in sections D — D’ through F — F'. Strong
lateral velocity gradients in the top 4 km decrease in sections G —
G through K — K, except for low-velocity basins in sections / —
7 and J — J, and the cross-fault velocity contrast reverses polarity
southeast of section F — F' (along which the projected hypocentre
of the M,, 7.1 event occurred), with the northeast side of the fault
being higher velocity than the southwest side.

Seismicity patterns are simplest where lateral velocity structure is
relatively homogeneous (e.g. sections £ — £ and F — F'), whereas
seismicity is more complex and broadly distributed where lateral
velocity gradients exist (e.g. sections D — D and G — G through
I-1).

4.3 Key structural features

4.3.1 Central ELLF

The M,, 6.4 earthquake nucleated in a region with a strong V;
gradient across the SLLF at 12 km depth and propagated primarily
to the southwest towards a LVZ (Fig. 17). Similarly, the M,, 7.1

earthquake nucleated in a region with strong V; gradients along
and across the ELLF at 4 km depth. The entire central segment of
the ELLF is characterized by cross-fault V; contrasts (slower on
the southwest) in the top 4 km, with the steepest gradients to the
northwest of the M,, 7.1 and southeast of the M,, 6.4 at 4 km depth.

4.3.2 Northwest ELLF

At the northwest terminus of the ELLF, a cross-fault V; contrast
is observed below 6 km depth, with the low-velocity side to the
northeast (Fig. 18). Above 6 km depth, this V; contrast reverses.
Similarly, relatively low V to the north of the fault terminus (below
6 km depth) is replaced by relatively high velocities above 6 km.

4.3.3 Southeast ELLF

The southeast terminus of the ELLF exhibits a strong fault-parallel
V, gradient that decreases toward the southeast in the shallow crust
(top 4 km), where seismicity trifurcates and shallows (Fig. 19).
Below 6 km depth, high V; localizes to a ‘bullseye’ that encloses
the trifurcation region.
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Figure 19. (a) Seismicity in the region surrounding the southeast terminus of the ELLF and (b)-(f) horizontal slices of the ¥y model at 2, 4, 6, 8 and 10 km

depth.

4.3.4 Garlock Fault at Fremont Valley

The low Vs of sediment in the Fremont Valley is clearly apparent
in the shallow crust (top 4 km; Fig. 20). Moderately reduced V; is
also observed at 8—10 km depth in a region that is bound on the
north and south by mapped strands of the Garlock Fault and to the
east and west by detected seismicity. Bounding seismicity to the east
and west form roughly northeast-/southwest-trending lineations that
apparently dip to the southeast.

5 DISCUSSION AND CONCLUSIONS

We processed 4 months of raw waveform data recorded starting
1 month before the M,, 6.4 and M,, 7.1 main shocks using au-
tomated procedures to derive an earthquake catalogue with over
95000 events. We then perform 3-D, ray-based tomography mod-
eling using data from this catalogue to relocate earthquakes and
obtain detailed models of seismic P- and S-wave speeds (V, and V)
and their ratio V,/V;. Our derived seismic catalogue contributes to
the growing list of earthquake catalogues for the 2019 Ridgecrest
earthquake sequence (Lee ef al. 2020a,b; Lin 2020; Liu ef al. 2020;
Lomax 2020; Ross et al. 2019; Shelly 2020), but our catalogue
is unique in at least three ways: (i) it is the only catalogue de-
rived using recordings from the rapid-response dense-deployment
of seismometers (Catchings et al. 2020); (ii) it is the temporally

longest catalogue, focusing exclusively on the Ridgecrest event se-
quence and (iii) it is the only catalogue built using fully 3-D location
methods and velocity model updates. Our catalogue contributes the
largest number of new phase arrival times to the standard catalogue
from the SCSN. Furthermore, the events in our catalogue can be
used as templates to detect many more events that produce similar
waveforms (e.g. Shelly et al. 2016; Ross et al. 2017).

The velocity structure in the upper 8 km of the crust along the
segment of the ELLF southeast of the M,, 7.1 epicentre is charac-
terized by relatively high 7, and V; beneath the Argus Mountains
and Spangler Hills and low ¥, and ¥ near the southeastern end
of the rupture, where it abuts the Garlock Fault. The network of
orthogonal branches of seismicity along this segment of the M,
7.1 fault have been noted in other studies (e.g. Ross et al. 2019)
and are reminiscent of the ‘shatter networks’ observed near the Tri-
furcation Area of the San Jacinto Fault Zone (White et al. 2019).
These complex structures may result from failure of highly brittle
crust, a hypothesis consistent with high shear moduli that explains
the observed elevated V), and V. Strain diffuses across three sub-
parallel strands of seismicity, where the highest seismic velocities
along the ELLF are observed (immediately northwest of the Gar-
lock Fault). The abrupt deepening of seismicity near the Garlock
Fault may result from a highly compliant (i.e. low shear moduli
and thus low-velocity) crust associated with the Garlock Fault that
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Figure 20. (a) Seismicity in the region of the Fremont Valley and (b)—(f) horizontal slices of the V' model at 2, 4, 6, 8 and 10 km depth.

absorbs strain and reduces the stress at shallow depths below the
level needed to produce brittle failure of detectable magnitude. This
highly compliant portion of the crust, which we interpret as due
to a combination of weak sedimentary lithology at the surface and
fault damage at depth, likely played a key role in terminating the
southeast rupture of the ELLF during the M, 7.1 main shock by
readily deforming and dissipating the stress.

Northwest of the M,, 7.1 epicentre, the ELLF penetrates the
Indian Wells Valley, and aftershock activity localizes along a single
linear (in map view) zone. Cross-fault velocity contrasts as large as
10.5 per cent for V,, and 13.8 per cent for ¥y in the upper 4 km of crust
along this segment of the ELLF suggest that a bimaterial interface
at the edge of the Indian Wells Valley may have played a key role in
localizing the rupture along this fault segment (e.g. Brietzke & Ben-
Zion 2006). Seismicity at the northwest end of the ELLF terminates
along a zone that trends orthogonal to the ELLF, near the transition
between Indian Wells Valley and the Coso Mountains. Apparently,
the rupture on the ELLF did not have sufficiently concentrated stress
to penetrate the more rigid (higher velocity) Coso Mountains and
was diverted to failures in the weaker (slower) sediments of the
Indian Wells Valley. The high angle between ruptures in the Indian
Wells Valley and the Ridgecrest area is expected of ruptures that
decelerate rapidly upon encountering a barrier (Xu & Ben-Zion
2013). We hypothesize that opposing structures caused the arrest of
the M,, 7.1 rupture of the ELLF at either end: (a) a strong barrier to
the northwest (i.e. the Coso Mountains) that the rupture could not
penetrate, and (b) a compliant buffer that dissipated stress to the
southeast (i.e. the Garlock Fault).

The proposed hypothesis, which is necessarily retrospective, is
primarily intended to be explanatory, not predictive. Our aim is
not to suggest a predictive framework for earthquake cessation, but
rather to propose potential mechanisms that explain the cessation of

this single earthquake. Only after many similar observations would
we hope to extract patterns with predictive power. We suggest then,
that the hypothesis be used not to make predictions about where a
future earthquake rupture might arrest, but to guide future research
looking for earthquake cessation patterns that may eventually yield
such predictive capacity.

It is interesting to note that where seismicity trifurcates at the
southeastern end of the ELLF, it penetrates a region with greater
Vs (and thus greater rigidity) than the region that we hypothesize
acted as a rigid barrier at the northwestern end. This indicates that
our hypothesis is, at best, an incomplete explanation. The variables
that affect the ability of a rupture front to penetrate a rigid body are
manifold: for example the amount of stress concentrated along the
rupture front, the rupture orientation with respect to the boundary of
the rigid body and any internal planes of weakness, the geometry of
the rigid body, and the geometry of the rupture front. Speculating on
the effect of these variables in the present case is beyond the scope of
this paper, as they are either unknown or uncertain, but their effects
might be systematically tested in a laboratory or computational
environment.

The isolated swarm of seismicity in the stepover region along the
Garlock Fault form northeast-/southwest-trending lineations that ex-
tend between the two main branches of the Garlock Fault. Given the
right-lateral sense of motion on the ELLF during the main rupture,
these lineations likely represent accommodation of transtensional
stresses induced on the Garlock Fault by the M,, 7.1 main shock in
a pull-apart basin structure.

Our earthquake tomography model has low resolution in the
shallow crust, where important velocities are needed for ground
motion estimation (Seyhan & Stewart 2014; Juarez & Ben-Zion
2020), and our results are also unable to resolve internal fault detail
in the immediate vicinity of the Ridgecrest rupture. Improved results
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for the shallow crust can be obtained using active sources (e.g. Louie
2001; Schuster 2009) or the ambient seismic noise (e.g. Lin et al.
2013; Zigone et al. 2019). Detailed imaging of the rupture zone,
on the other hand, is best accomplished using seismic phases that
propagate along and across the fault zone and has been targeted in a
separate study (Qiu ez al. 2020). The velocity structure in our study
area has various low-velocity zones at depth that are likely produced
by a combination of lithological variations, fluids, temperature, and
rock damage. Low V,/V; in deep earthquake source regions are
consistent with the observations of Lin & Shearer (2009), which
they interpreted as due to the presence of fluids (i.e. water). Using
the derived catalogue to estimate earthquake-induced rock damage
(Ben-Zion & Zaliapin 2019) can improve estimates of rock types
and fluid content in various locations.

ACKNOWLEDGMENTS

IRIS Data Services are funded through the Seismological Facilities
for the Advancement of Geoscience (SAGE) Award of the National
Science Foundation under Cooperative Service Agreement EAR-
1851048. Research for this paper was supported by the National
Science Foundation (grants EAR-1945781 and EAR-1722561) and
the Southern California Earthquake Center (based on NSF Coopera-
tive Agreement EAR-1600087 and USGS Cooperative Agreement
G17AC00047). We thank Frederik Tilmann, Walter Mooney, an
anonymous referee and Editor Ana Ferreira for useful comments
that helped us to improve the manuscript.

DATA AVAILABILITY

The derived seismic catalogue and V,,, Vs and V,/V; velocity models
can be obtained at https://data.mendeley.com/datasets/x8v5wkbj6
r and https://data.mendeley.com/datasets/gv33tgvtSf, respectively.
All figures were created using Matplotlib (Hunter 2007). Numerous
open-source Python packages were critical in completing this work,
including but not limited to NumPy (Harris et al. 2020), SciPy (Vir-
tanen et al. 2020), Pandas (McKinney 2010), ObsPy (Beyreuther
et al. 2010) and IPython/Jupyter (Perez & Granger 2007). Focal
mechanism data for the AM,,6.4 and M,,7.1 main shocks shown in
Fig. 1 were obtained from the USGS website at https://earthquake
.usgs.gov/earthquakes/eventpage/ci38443183/moment-tensor (last
accessed 14 December 2020) and https://earthquake.usgs.gov/ea
rthquakes/eventpage/ci38457511/moment-tensor (last accessed 14
December 2020), respectively. The geological data shown in Fig. 7
were downloaded from the USGS website (https://mrdata.usgs.gov/
geology/state/state.php?state=CA; last accessed 1 July 2020). Fault
traces of Quaternary faults in Figs 1,2, 7-9 and 17-20 were obtained
from the USGS and California Geological Survey, Quaternary fault
and fold database for the United States (https://www.usgs.gov/nat
ural-hazards/earthquake-hazards/faults; last accessed 1 December
2019). Traces of surface ruptures from the 2019 Ridgecrest se-
quence shown in Figs 2, 7-9 and 17-20 were obtained from the
Supplementary Material accompanying (Ponti et al. 2020). Loca-
tions of the M, 6.4 and M., 7.1 main shocks from Lomax (2020) were
used in Figs 2 and 11-17. Data from the 3J network are described
in Catchings et al. (2020). Data from the GS and ZY networks
are described in Cochran et al. (2020). Data from the 3J and GS
networks and can be accessed through the facilities of IRIS Data
Services, and specifically the IRIS Data Management Center. Data

from the ZY network can be accessed though the Southern Cal-
ifornia Earthquake Data Center (Southern California Earthquake
Center 2013).
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Supplementary data are available at GJI online.

Figure S1. Example results from checkerboard tests using a coarse
checker- board.

Figure S2. Example results from checkerboard tests using an inter-
mediate checkerboard.

Figure S3. Depth slices at 2 km below sea level for 7, models
derived from different starting models.

Figure S4. Depth slices at 6 km below sea level for 7, models
derived from different starting models.

Figure S5. Depth slices at 12 km below sea level for V, models
derived from different starting models.
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Figure S6. Depth slices at 2 km below sea level for V; models
derived from different starting models.
Figure S7. Depth slices at 6 km below sea level for V; models
derived from different starting models.
Figure S8. Depth slices at 12 km below sea level for V; models
derived from different starting models.
Figure S9. Depth slices at 2 km below sea level for V,/V; models
derived from different starting models.
Figure S10. Depth slices at 6 km below sea level for V,/V; models
derived from different starting models.
Figure S11. Depth slices at 12 km below sea level for V,/V; models
derived from different starting models.
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APPENDIX: DETECTING AND PICKING
PHASE ARRIVALS

Bold-face lowercase letters represent vectors throughout this
paper. Consider some time-series, X, with »n samples, x =
(x0,X1,...,X,_1). Then X denotes the mean value of x, x [k] = x;,
denotes the sample withindex k, and x [i : j] = (x;, Xj41, ..., X;_1)
denotes the segment of x with indices running fromitoj — 1. A
superscript letter attached to the label of a time-series indicates that
it corresponds to a particular data component—namely, Z, N or
E—or phase—namely, P or S. Square brackets [ ] enclose integer
indices of time-series, parentheses () enclose function arguments,
and curly braces { } indicate algebraic grouping.

A1 Measuring P-wave arrival times

Measuring the arrival times of the seismic phases used to locate
events is the first critical step in the workflow we use to build an
earthquake catalogue. S-wave arrival times are typically harder to
measure than those for P waves because they arrive later and are
interfered with by the P-wave coda, so we begin our processing
by targeting P-wave arrivals. The existence of a P wave must first
be detected before its arrival time can be measured; the following
describes our approach to solving the two-part problem of detecting
the existence of and measuring the arrival time of P waves.

A characteristic function (CF) based on three simple and intuitive
statistics—the ratio of the signal variance in a short time window
to the same in a longer window (STA/LTA), the signal kurtosis in a
sliding window, and the ratio of the signal variance on the vertical
channel to the mean of the same on the horizontal channels (V/H)—
coupled with an adaptive threshold robustly detects P-wave arrivals
(Fig. Al).

The STA/LTA, s”, is computed for vertical-component data, z,
using short- and long-term window lengths of 0.25 and 4 s, respec-
tively:

p _ var(z[i —0.25r 1 i])
" var(z[i —4r : i)

’

in which 7 is the sampling rate and var (-) is the sample variance of
the argument:

n—

1
var (x) = ﬁ Z {x; —%)%.

i=0

The sliding-window kurtosis for the vertical component, k”, is
computed using a window length of 5 s:
kp — Ha (Z[l —5r: l])
! {var(z[i — 5r : i])}*

in which p4 (+) is the fourth central moment of the argument:

n—1

1
Mg (x) = mz{xi —3_5}4~
i=0

The V/H ratio, v, is computed using a window length of 0.5 s:

_ 2-var(z[i —0.57 : {])
" var(n[i —0.5r : i]) + var(e[i — 0.5 : i])’

in which n and e represent north—south and east—west component
data, respectively.

Finally, the CF for detecting P waves, ¢”, is defined as the product
of these three statistics:

P _ PP
¢ =s; kv,

and a threshold, t”, is defined as six times the RMS of the CF in the
preceding 5 s:

The algorithm registers a detection at every index where ¢/ > 1
and thins clusters by retaining only the detection with the highest
signal-to-noise ratio (SNR) in each 1.5 s window. Then, the ar-
rival time for each detected P wave is measured using the Akaike
Information Criterion (AIC; Akaike 1974) by extracting a 3 s win-
dow centred on each detection and registering the sample index, i*,
corresponding to the global minimum of the AIC for that window:

i* = arg min (i log (var (z[0 : i])) + {n — i} log (var (z[i : n]))).

A2 Measuring S-wave arrival times

Having determined the onset time of all candidate P-wave arrivals,
the algorithm targets corresponding S-wave arrivals using a similar
procedure, assuming, however, that at most one S-wave arrival exists
in the time between two successive P-wave arrivals.

The STA/LTA in the S-wave case, 85, is defined using a 0.5 s
short-term window and an expanding long-term window:
oS = var(m[i —0.57 : i]) + var(e[i — 0.5 : i])

i var (n[0 :7]) + var(e[0 : i])

The short-term window is longer for S waves than P waves because
S waves tend to have longer duration. The expanding window used
to define the long-term average serves to favor earlier arrivals over
later when multiple high-energy signals occur within the segment
of data being processed.

The kurtosis for the S-wave case, k%, is defined as the average
kurtosis in a 0.5-s window across the horizontal channels:

kS=1< pa (mfi —5r:i]) wa (eli = 5r:i]) )
{var(n[i —5r : i])}>  {var(e[i — 5r : i])}

)
The V/H ratio is inverted when defining the S-wave characteristic
function, ¢ to give
518
oS = i
v;
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Figure Al. (a) 3C seismic waveform data with three registered P-wave arrivals (vertical dashed blue lines) and (b) derived statistics used to compute the (c)

characteristic function (CF) and dynamic threshold.

and the index, i* = argmax, 7, coinciding with the maximum value
of ¢ provides an initial measurement of the arrival time. The AIC is
then computed for a window centred on 7* with length equal to the

time interval between the preceding P-wave arrival and 7*. The index
corresponding to the global minimum of the AIC is registered as
the S-wave arrival time if the SNR at that index is greater than two.
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